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The exponential splitting of the classical evolution operator yields symplectic integrators if the canonical
Hamiltonian is separable. Similar splitting of the noncanonical evolution operator for a charged particle in a
magnetic field produces exact energy-conserving algorithms. The latter algorithms evaluate the magnetic field
directly with no need of a vector potential and are more stable with far less phase errors than symplectic
integrators. For a combined electric and magnetic field, these algorithms from splitting the noncanonical
evolution operator are neither fully symplectic nor exactly energy conserving, yet they behave exactly like
symplectic algorithms in having qualitatively correct trajectories and bounded periodic energy errors. This
work shows that exponential-splitting algorithms of any order for solving particle trajectories in a general
electric and magnetic field can be systematically derived by use of the angular momentum operator of quantum
mechanics. The use of operator analysis in this work fully comprehends the intertwining interaction between
electric and magnetic forces and makes possible the derivation of highly nontrivial integrators.
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I. INTRODUCTION

The motion of a charged particle in a magnetic field B is
governed by the Lorentz force law

m
dv

dt
= qv � B�r� . �1�

In the usual formulation, this can be derived from a canoni-
cal but nonseparable Hamiltonian

H =
1

2m
�p − qA�r��2, �2�

with ��A�r�=B�r�. Unfortunately, in terms of the canoni-
cal variables, the resulting equations of motion are of the
“mixed variable” type, where the right-hand side �RHS� con-
tains both variables r and p,

dr

dt
=

1

m
�p − qA�r�� , �3�

dp

dt
=

q

m
�pj − qAj�r�� � Aj�r� , �4�

and cannot be used directly to develop symplectic integra-
tors. To appreciate this point, recall the usual method �1–8�
of constructing symplectic integrators for a nonmagnetic
force F�r�=−�V�r�, which can be derived from a separable
Hamiltonian with equations of motion:

dr

dt
=

p

m
, �5�

dp

dt
= F�r� . �6�

At its most basic level, the construction of symplectic inte-
grators does not require the Hamiltonian formalism or Pois-
son brackets �9�; it only requires the equations of motion.
Given any dynamical variable W�r ,p� �including r and p
themselves�, its evolution is given by

dW

dt
=

�W

�r
·

dr

dt
+

�W

�p
·

dp

dt

= � p

m
·

�

�r
+ F�r� ·

�

�p
�W �7�

=�T + V�W , �8�

with the operator solution

W�t� = et�T+V�W�0� . �9�

Since the equations of motion �5� and �6� do not have mixed
variables and the canonical variables r and p are classically
independent, the Lie operators e�T and e�V are just transla-
tion operators,

e�TW�r,p� = W�r + �
p

m
,p� �10�

e�VW�r,p� = W„r,p + �F�r�… . �11�

The general evolution operator can be approximated to any
order via exponential splitting:

e��T+V� � �
i=1

N

eti�Tevi�V, �12�

with suitable coefficients 	ti ,vi
. The resulting sequence of
alternating r and p translations then defines the correspond-
ing algorithm, which happens to be symplectic �1–8�. In re-
viewing this derivation, we note two key steps: �a� We only
need the equations of motion �5� and �6� to define the clas-
sical evolution operator �7�. �b� The exponential splitting of
the evolution operator via �12� produces well-defined algo-
rithms if the component evolution operators e�T and e�V can
be evaluated exactly. The fact that the resulting algorithms
are symplectic is incidental to the derivation process. As long
as the resulting algorithms have desirable numerical charac-
teristics, whether we know or can name the property as being
symplectic or not is irrelevant. Thus this method of exponen-

PHYSICAL REVIEW E 77, 066401 �2008�

1539-3755/2008/77�6�/066401�12� ©2008 The American Physical Society066401-1

http://dx.doi.org/10.1103/PhysRevE.77.066401


tial splitting can be applied to all equations of motion, as
long as we know how to compute the component evolution
operators exactly.

For equations of motion �3� and �4�, because of the mixed
variables, the corresponding component evolution operators
cannot be evaluated in closed form and the naive construc-
tion fails. This explains the general lack of symplectic inte-
grators for solving magnetic field problems. At first sight,
since the fundamental Lorentz force law mixes both v and r,
the difficulty seemed intrinsic. Surprisingly, as will be shown
in this work, the Lie operator corresponding to the Lorentz
force law is just the rotation operator of quantum mechanics
and can be evaluated in a closed form.

In trying to overcome this mixed variable problem in the
canonical formulation, Wu, Forest, and Robin �WFR� �10�
used gauge transformations to remove the potential A�r� at
all intermediate steps of the algorithm. This procedure is
workable, but rather cumbersome. The present work shows
that exponential splitting, which yielded symplectic integra-
tors when the equation of motion is unmixed, produces exact
energy-conserving �EEC� algorithms when the equations of
motion of a particle in a magnetic field are used. These two
are exponential-splitting algorithms whose property we can
name. For a combined electric and magnetic field, exponen-
tial splitting yields equally good algorithms that are neither
fully symplectic nor exactly energy conserving, yet behaved
identically as symplectic or EEC algorithms. At this time, we
do not have a name to characterize the fundamental property
of this class of algorithms.

This work will concentrate on solving the nonrelativistic
magnetic field problem; its relativistic generalization will be
considered elsewhere. We will begin by giving an alternative
derivation of WFR’s symplectic integrators in Sec. II so that
we can compare them in Sec. IV with EEC algorithms de-
rived in Sec. III. Exponential-splitting algorithms for inte-
grating trajectories in a general electric and magnetic field
will be derived in Sec. V and compared in Sec. VI. The
present operator analysis is well suited for understanding the
intertwining interaction between magnetic and nonmagnetic
forces. Exact algorithms for solving constant fields are de-
ferred to two appendixes.

II. SYMPLECTIC ALGORITHMS

In this section, we give an independent derivation of
WFR’s symplectic integrators �10� for solving magnetic field
problems. This direct operator approach gives further insight
into the form of these algorithms. The evolution operator
corresponding to the equations of motion �3� and �4� is

T = exp� �

m
�pj − aj�

�

�rj
+

�

m
�pj − aj���iaj�

�

�pi
� , �13�

where in this section ai�r�=qAi�r�. Repeated indices are
summed over. The sum over j corresponds to the full Hamil-
tonian �2�. If j is fixed and not summed over, then the evo-
lution operator T corresponds only to the j-direction Hamil-
tonian �pj −aj�2 /2m. �The index i is always summed over.�
Because of the mixed variables, even if T were split, neither

of its part could be exactly evaluated. Following WFR’s idea,
we seek to decompose T further in the form

T� = exp� f i�r�
�

�pi
�exp��

pj

m

�

�rj
�exp�− f i�r�

�

�pi
� , �14�

where each exponential is a simple translation operator as in
�10� and �11�. Since

eC exp�K�e−C = exp�eCKe−C� �15�

and

eCK e−C = K + �C,K� +
1

2
†C,�C,K�‡ +

1

3!
†C,�C,�C,K��‡

+ ¯ , �16�

identifying K=�
pj

m
�

�rj
and C= f i�r� �

�pi
gives

�C,K� =
�

m
� f j

�

�rj
− pj�� j f i�,

�

�pi
� ,

1

2
†C,�C,K�‡ =

�

m
�− f j�� j f i�

�

�pi
� , �17�

and all higher-order commutators vanish. Thus we have

T� = exp� �

m
�pj + f j�

�

�rj
−

�

m
�pj + f j��� j f i�

�

�pi
� . �18�

Note that the indices in �� j f i� are exchanged as compared to
��iaj� in �13�. It might appear that T� will be equal to T if we
set

f j�r� = − aj�r� . �19�

This is not the case; because of the exchanged indices, even
with �19�, T� can only be equal to T if

� jai = �iaj , �20�

which means only for the trivial case of B=0. However, if j
is not summed over, then we only have a single term aj.
Satisfying the index requirement

� j f i = − �iaj �21�

by demanding

f i = − 
rj

�iaj�rj��drj� �22�

would simultaneously satisfy �19�. Thus T can only be de-
composed as T� in each direction. Denoting the j-direction
operator in �13� as Hj, for a first-order algorithm, one can
first factorize

e��Hx+Hy+Hz� � e�Hxe�Hye�Hz �23�

and then replace e�Hj in each direction via �14�. Since each
application of �14� requires two momentum updates, this al-
gorithm doubles the number of momentum evaluations as
compared to a first-order nonmagnetic symplectic algorithm.
For a second-order algorithm, one can first factorize
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e��H1+H2+H3� � e�1/2��Hxe�1/2��Hye�Hze�1/2��Hye�1/2��Hx �24�

�or any other permutation of Hx ,Hy ,Hz� and then make the
replacement �14�. This requires ten momentum and five co-
ordinate updates. A nonmagnetic second-order algorithm
only needs three momentum and six coordinate updates.
Since updating the momentum requires a force or field evalu-
ation, it is generally the more expensive operation. Thus this
algorithm triples the computational effort of a second-order
nonmagnetic algorithm. More generally, the factorization of
three operators to higher order is more complex. In the origi-
nal work of Wu, Forest, and Robin �10�, the only fourth-
order algorithm cited is the Forest-Ruth �1� integrator, which
can be concatenated from three second-order algorithms. At
even higher order, the number of momentum evaluations
would proliferate even more unfavorably. In the next section,
we will examine alternative algorithms for solving magnetic
field problems.

III. EXACT ENERGY-CONSERVING ALGORITHMS

Since the cross product is defined by the right-hand rule,
the description of a negatively charged particle in a magnetic
field is more natural without an annoying negative sign.
Throughout this paper we will therefore take

q = − e , �25�

so that �1� reads

dv

dt
= �B̂ � v , �26�

where B̂ is the unit vector pointing in the direction of the
magnetic field and

��r� =
eB�r�

m
�27�

is the local cyclotron angular frequency. The dynamics is
complete with the position equation

dr

dt
= v . �28�

In the noncanonical Hamiltonian approach �see below�, r and
v are to be regarded as independent variables. Equation �28�
is the dynamical equation for determining r given v.

For any dynamical variable W�r ,v�, its evolution is given
by

dW

dt
=

�W

�r
·

dr

dt
+

�W

�v
·

dv

dt
= �v ·

�

�r
+ ��B̂ � v� ·

�

�v
�W ,

�29�

with the operator solution

W�t� = et�T+V�W�0� , �30�

where we have now defined

T = v ·
�

�r
and V = ��B̂ � v� ·

�

�v
. �31�

Thus the simultaneous solution of �26� and �28� corresponds
to the evolution operator et�T+V�. In particular, for �=�t, we
have

�r���
v���

� = e��T+V��r

v
� . �32�

If B�r� is spatially dependent, the general solution of �32� in
not known. However, its component parts can be easily com-
puted. For example,

e�T�r

v
� = �r + �v

v
� , �33�

e�V�r

v
� = � r

vB�r,v,��
� , �34�

where we have defined

vB�r,v,�� � v + sin ��B̂ � v� + �1 − cos ��B̂ � �B̂ � v� ,

�35�

with

� = ��r�� . �36�

Equation �35� follows because

vB�r,v,�� = e�Vv

= �1 + �V +
1

2
�2V2 +

1

3!
�3V3 + ¯�v

= v + ��B̂ � v� +
�2

2!
B̂ � �B̂ � v�

+
�3

3!
B̂ � �B̂ � �B̂ � v�� + ¯ �37�

and

B̂ � �B̂ � �B̂ � v�� = − B̂ � v . �38�

If we define

v = v� + v�, �39�

where v� and v� are components of v parallel and perpen-

dicular to B̂, then �35� takes the transparent form

vB�r,v,�� � v� + cos �v� + sin ��B̂ � v�� , �40�

where only v� is rotated by B. For a constant B, vB�v ,�� has
no spatial dependence. Note that V can also be written as

V = �B̂ · �v �
�

�v
� = i�B̂ · J ,

where J=−iv�� /�v is the “angular momentum” operator in
v space and
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exp��V� = exp�i�B̂ · J�

is the rotation operator which rotates the initial vector v
about the axis B̂ by an angle �. The final vector is then
vB�r ,v ,��. See any graduate text on quantum mechanics—
e.g., Ref. �11�.

At the same time, e�V is also a classical Lie operator
which acts on any dynamical variable in the phase space
�r ,v�—in particular,

e�Vv2 = v2. �41�

This, together with

e�Tv2 = v2, �42�

implies that

��
i=1

N

eti�Tevi�V�v2 = v2, �43�

which means that all splitting algorithms of the above form
are ECC. Note that this proof does not require knowing how
v is rotated by e�V. Thus the use of e�V is far more than just
integrating �26� with B fixed.

The simplest second-order splitting

T2a = e�1/2��Ve�Te�1/2��V = e�W, �44�

with

W = T + V −
1

24
�2
†V,�V,T�‡ +

1

12
�2
†T,�T,V�‡ + ¯ ,

�45�

yields the following algorithm 2a:

v1 = vB�r,v,
1

2
�� ,

r1 = r + �v1, �46�

v2 = vB�r1,v1,
1

2
�� , �47�

where r and v are the initial values and the last numbered
variables in �46� and �47� are the updated results. This is the
magnetic field generalization of the velocity-Verlet algo-
rithm. Similarly, the factorization

T2b = e�1/2��Te�Ve�1/2��T �48�

yields the following second-order algorithm 2b:

r1 = r +
1

2
�v ,

v1 = vB�r1,v,�� , �49�

r2 = r1 +
1

2
�v1. �50�

For higher-order algorithms, all conventional composition
schemes �4–7� can now be used to solve �26� and �28� in an
arbitrary magnetic field B�r�.

For a uniform magnetic field, by analyzing the higher-
order commutators in �45�, this operator formalism can yield
algorithms that are exact. See Appendix A for details.

All splitting algorithms can be generalized to solve the
case of a time-dependent magnetic field by evaluating the
magnetic field at an incremental time equal to the sum of
time steps of all the preceding T operators. This is Suzuki’s
rule �12,13�. For algorithm 2a, if the time at the start of the
algorithm is t, then evaluate the magnetic field initially at t
and then at t+�. For algorithm 2b, evaluate the magnetic
field at t+� /2. All such algorithms remain exactly energy
conserving. For more discussions and examples of solving
classical time-dependent force problems, see �14,15�.

Finally, these EEC algorithms, in accordance with the Ge-
Marsden theorem �16�, cannot be symplectic. This is because
a symplectic integrator cannot conserve energy exactly un-
less it produces the exact solution modulo time reparametri-
zation. The fact that EEC algorithms cannot be symplectic
can be demonstrated directly as follow: the basic evolution
equation �29� can be derived from a Poisson bracket formu-
lation �9� with Hamiltonian

H =
1

2m
p2, �51�

but with a modified Poisson structure �17–19�

	f ,g
B =
� f

�q
·

�g

�p
−

� f

�p
·

�g

�q
− eB ·

� f

�p
�

�g

�p
. �52�

It then follows that

dW

dt
= 	W,H
B = �v ·

�

�r
+ ��B̂ � v� ·

�

�v
�W , �53�

where we have defined r=q and v=p /m. This modified
Poisson structure now implies that

	qi,qj
 = 0, 	qi,pj
 = �i,j �54�

and that

	pi,pj
 = − e�ijkBk. �55�

Since the fundamental set of Poisson brackets, Eq. �55�, is
noncanonical, the resulting algorithms cannot be canonical—
i.e., symplectic.

IV. COMPARING SYMPLECTIC AND EXACT ENERGY-
CONSERVING INTEGRATORS

We will first compare these two types of algorithms for a
constant magnetic field in two dimensions �2D�:

B̂ = ẑ with � = 1. �56�

For a symplectic algorithm as described in Sec. II, choose
Ax=0 and Ay = �m /e�x so that fx=my and fy =mx. Corre-
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sponding to algorithm 2b would be the following symplectic
algorithm S2b:

S2b��� = e�1/2��Hxe�Hye�1/2��Hx. �57�

Since Ax=0, only e�Hy needs to be replaced by �14�. �When
implementing �14�, because the factorization is not left-right
symmetric, the resulting algorithm only works as expected
when operators are applied from left to right, rather than
right to left.� The initial condition r0= �1,0�, v0= �0,1� pro-
duces a unit circle trajectory. In this case, the symplectic
integrator is much simpler with no trigonometric function
evaluations. However, even at this basic level, the difference
between these two types of algorithm is huge. First, the EEC
algorithm 2b is stable at all �. �We define stability here as
having a bounded trajectory no matter how long algorithm is
run. The trajectory maybe highly inaccurate, but remains
bounded.� The symplectic algorithm S2b is stable only for
��2 /��=2�, which is the well known stability criterion for a
second-order symplectic integrator when solving the har-
monic oscillator. The stability of EEC integrators is undoubt-
edly due to those trigonometric functions in �35�, which are
bounded function of the step size. Second, the EEC algo-
rithm 2b has no phase error. Figure 1 compares their output
for y�t� at �=0.6. Algorithm S2b’s trajectory is slowly drift-
ing out of phase with the exact solution. This is the well-
known phase error of symplectic integrators when solving
periodic motions �8,24,25�. This phase error increases lin-
early with time no matter how small the initial time step is.
By contrast, EEC algorithm 2b showed no such error and is
never far off from the exact position. �This is because its
velocity is updated exactly.� This absence of �or much re-

duced� phase errors suggests that EEC algorithms are pref-
erable to symplectic integrators in solving long-time periodic
motion in a magnetic field, such as in an accelerator.

For comparing algorithms on a nonuniform magnetic
field, we now take

B̂ = ẑ and ��x� =
1

x2 , �58�

and again only consider the nontrivial planar motion perpen-
dicular to the field with r=r�= �x ,y� and v=v�= �vx ,vy�.
This choice was made with great care. We wanted a field
configuration that produces typical charged-particle trajecto-
ries, is analytical solvable, has easy control over field
strength variations, and most importantly, has another inte-
gral of motion besides the energy so that we can compare
different ECC algorithms.

The trajectories in the field �58� can be solved with el-
ementary methods �21�; we will just state the results. The
initial condition can be taken to be v0= �0,v0� and r0
= �1,0� with one free parameter v0. The x motion is periodic
between

xmin =
1

1 + 2v0
and xmax = 1, �59�

with period

P =
2	�1 + v0�
�1 + 2v0�3/2 . �60�

Associated with this period is a constant average angular

velocity 
̄=2	 / P, but the actual angular velocity is not con-
stant. By increasing v0, one can force xmin closer to zero and
subject the trajectory to greater magnetic field variations.
The motion in the y direction is a constant drift, with exact
drift velocity

vd =
v0

2

1 + v0
. �61�

If this constant drift is removed via

y��t� = y�t� − vdt , �62�

then y��t� is also periodic with

ymin� = −
v0

�1 + v0��1 + 2v0

and ymax� = − ymin� . �63�

Thus (x�t� ,y��t�) forms a closed ellipse that is useful for
gauging the accuracy of any magnetic field integrator.

To produce the magnetic field �58�, we choose Ax=0 and
Ay =−m / �ex�, so that fx=my /x2 and fy =−m /x. Since y is
ignorable, the canonical velocity

py

m
= vy +

1

x
�64�

is an integral of motion. This is exactly conserved by sym-
plectic algorithms, but not by EEC algorithms. Thus the error
in conserving py /m can be used to compare different EEC
algorithms.

-1.5

-1

-0.5

0

0.5

1

1.5

0 1 2 3 4 5 6

y(
t)

t/P

FIG. 1. �Color online� The y component of a 2D unit circle
trajectory in a uniform magnetic field. The solid �black� line is the
exact trajectory. Solid circles �red�: symplectic algorithm S2b. Solid
triangles �blue�: exact energy conserving algorithm 2b. Open circle
�black�: exact algorithm 2b� of Appendix A. A large step size of
�=0.6 is used so that the phase error in S2b can be seen quickly.
The period P is just 2	.
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In Fig. 2, the periodic x�t� for v0=1 /2 is computed at �
=0.2 using algorithms 2b and S2b and the standard fourth-
order Runge-Kutta algorithm �RK4�. In order to show the
drifting phase error more clearly, we plotted x�t� from period
7 to 12. While the phase error in S2b is glaring, 2b is also
showing a very slight drift. However, one has to go all the
way out to t=60P to find 2b having the same phase drift as
S2b at t=6P. The phase error in RK4 is also smaller than
that of S2b, but its trajectory does not return to the starting
value of x0=1. Its solution deteriorates qualitatively with
time. This is shown clearly in Fig. 3, where the reduced
trajectories are shown for 35 periods. By comparison, both
2b and S2b remain qualitatively correct despite their inaccu-
rate drift velocity. This is a hallmark usually associated with
symplectic integrators. �The trajectory simply corresponds to
a nearby Hamiltonian having a different drift velocity.� The
EEC algorithm 2b shares this characteristic, but with a
smaller drift velocity error.

Once a second-order splitting algorithm is known, the
triplet construction �2,3� can be applied to yield the fourth-
order Forest-Ruth �FR� integrator �1�

TFR��� = T2�a1��T2�a0��T2�a1�� , �65�

with

a1 =
1

2 − 21/3 � 1.35, a0 = −
21/3

2 − 21/3 � − 1.70 �66�

and where T2 can be any second-order integrator such 2a or
2b. It is well known that the resulting FR integrator, which
usually requires three field evaluations, has rather large er-
rors. A far better choice is the class of integrators of the form

TM = . . . exp��t0T�exp��v1V�exp��t1T�exp��v2V�exp��t2T�

�67�

previously considered by McLachlan �22�. Since the algo-
rithm is left-right symmetric, only operators from the center
to the right are indicated. For a fourth-order integrator, the
order condition requires �23� that

v1 =
1

2
− v2, t2 =

1

6
− 4t1v1

2, t0 = 1 − 2�t1 + t2� , �68�

w = �3 − 12t1 + 9t1
2, v2 =

1

4
�1 ��9t1 − 4 � 2w

3t1
� ,

�69�

with t1
0 being a free parameter. There are four solution
branches for v2. The choice of

t1 =
121

3924
�12 − �471� � − 0.299,

with

v2 =
1

4
�1 +�9t1 − 4 + 2w

3t1
� , �70�

reproduces McLachlan’s �22� recommended algorithm �M�.
However, it is more advantageous to vary t1 to optimize the
algorithm for specific applications.

In Fig. 4, we repeated the reduced trajectory calculation
of Fig. 3 using fourth-order algorithms. The triplet construc-
tion �65� can be applied to both 2b and S2b. At �=0.2, these
two fourth-order algorithms, denoted as FR�2b� and
FR�S2b�, are not better than their respective second-order

0.4

0.6

0.8

1.0

1.2

7 8 9 10 11 12

x(
t)

t/P

FIG. 2. �Color online� The x component of a 2D trajectory in a
1 /x2 magnetic field. The solid �black� line is the “exact” trajectory
computed by McLachlan’s fourth-order algorithm at �=0.05. Solid
circles �red�: symplectic algorithm S2b. Solid triangles �blue�: exact
energy-conserving algorithm 2b. Open circle �dark green�: fourth-
order Runge-Kutta. The step size used by these algorithms is �
=0.2.

-3

-2

-1

0

1

0.4 0.6 0.8 1

y’
(t

)

x(t)

RK4

S2b

2b

FIG. 3. �Color online� Reduced trajectories in which the exact
vertical drift motion is removed. An exact trajectory would form a
closed ellipse within the boxed rectangle. At �=0.2, exact energy-
conserving algorithm 2b has a smaller residual drift than symplectic
algorithm S2b. RK4 denotes the fourth-order Runge-Kutta
algorithm.
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algorithms. �In the case of FR�S2b�, its drift velocity error is
greater than that of S2b.� This suggests that the fourth-order
convergence range of these two algorithms must be much
smaller than �=0.2. By comparison, McLachlan’s algorithm
is much better. To clarify this issue, we compute vd��� as a
function of � for each algorithm by dividing y�t� after ten
periods by t=10P. The results are shown in Fig. 5. As a
control, we also plotted results obtained by updating the
second-order algorithms 2b and S2b three times at time step
� /3 and 2b four times at � /4. These are denoted as 3�2b�,
3�S2b�, and 4�2b�, respectively. They are to be compared
with FR�2b� and FR�S2b�, which require three field evalua-
tions, and RK4 and M, which require four field evaluations
per update. Within the range of � considered, the three
fourth-order algorithms FR�2b�, FR�S2b�, and RK4 have
greater error than the second-order integrator 2b using the
same number of field-evaluations. Among fourth-order algo-
rithms, FR�2b� is better than FR�S2b� and RK4. It is surpris-
ing, however, that the symplectic algorithm FR�S2b� has
greater errors than RK4.

By comparison, McLachlan’s algorithm �M� is far supe-
rior. Its error is also negative, but three orders of magnitude
smaller than that of FR�2b�. By fine-tuning t1=−0.277, one
can force this fourth-order error to vanish. However, since
the error is already very small, this fine-tuning is indistin-
guishable from algorithm M’s results on the scale of Fig. 5.

Since EEC algorithms cannot be symplectic, they cannot
conserve the canonical velocity �64�. This allows us to gauge
different ECC algorithms by comparing their conservation of
py /m. This is shown in Fig. 6. The error spikes at mid-period
when x�t�=xmin, where the magnetic field is the strongest.
The behaviors of ECC and non-ECC integrators �such as
RK4� here are exactly the same as symplectic and nonsym-
plectic integrators in conserving the energy. ECC algorithms

conserve the canonical velocity periodically, bounded in
time, whereas the error in non-ECC integrators grows lin-
early without bound. Despite RK4’s much smaller initial
fourth-order error, it soon exceeded that of FR�2b�’s. Algo-
rithm M’s error here is �50 times smaller than that of
FR�2b�.

Forward integrators with only positive splitting coeffi-
cients 	ti ,vi
 can be more efficient in solving classical dy-

-3

-2

-1

0

1

0.4 0.6 0.8 1.0

y’
(t

)

x(t)

RK4

FR(S2b)

FR(2b)
M

FIG. 4. �Color online� Reduced trajectories of fourth-order al-
gorithms. FR�2b� is the Forest-Ruth integrator obtained by concat-
enating three 2b algorithms. FR�S2b� uses three symplectic S2b
algorithms. The black thick line is the exact energy-conserving
McLachlan algorithm M.
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FIG. 5. The drift velocity error for various algorithms as a func-
tion of the step size �. Lines are second- or fourth-order fits veri-
fying the order of the algorithm. 3�2b� and 3�S2b� label results
obtained by running second-order algorithms 2b and S2b three
times at � /3. 4�2b� labels results obtained by running algorithm 2b
four times at � /4.
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FIG. 6. The errors in the canonical velocity py /m as a function
of time for fourth-order algorithms at v0=1 /2 and �=0.2. Non-
energy-conserving algorithms �such as RK4� are characterized by
linearly growing errors. The error spikes at mid-period when x�t�
=xmin.
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namics problems �8,14,23�. However, in order to devise a
forward algorithm beyond second order, the exponential of
either commutator [T , �T ,V�] or [V , �T ,V�] must be known
exactly. Unfortunately, for a general magnetic field, the ex-
ponential of either commutators is more complicated than
the original problem one is seeking to solve.

V. EXPONENTIAL-SPLITTING ALGORITHMS
FOR ELECTRIC AND MAGNETIC FIELDS

If there is an additional force F�r�=qE�r� so that

dv

dt
= �B̂ � v + a�r� , �71�

where a�r�=F�r� /m, then V is modified to

VBF = ��B̂ � v + a� ·
�

�v
. �72�

One must now factorize the evolution operator e��T+VBF�. This
turns out to be just as easy since �71� can be solved exactly
for arbitrary time-independent B�r� and F�r� fields,

vBF�r,v,�� = e�VBFv

= v + ��B̂ � v + �a� +
1

2
�B̂ � ��B̂ � v + �a�

+
1

3!
�B̂ � ��B̂ � ��B̂ � v + �a�� + ¯

= v + ��B̂ � v� +
1

2
�2B̂ � �B̂ � v�

+
1

3!
�3B̂ � �B̂ � �B̂ � v�� + ¯ + �a

+ �
1

2
��B̂ � a� + �

1

3!
�2B̂ � �B̂ � a� + ¯

= vB�r,v,�� + vF�r,v,�� , �73�

where vB�r ,v ,�� is due to the magnetic field as before and
vF�r ,v ,�� is due to the mixing of a�r� with B�r�,

vF�r,v,�� � �a +
�

�
�1 − cos ��B̂ � a

+ ��1 −
sin �

�
�B̂ � �B̂ � a� �74�

=�a� +
a�

�
��1 − cos ���B̂ � â�� + sin �â�� .

�75�

Here we again decompose a into components parallel and
perpendicular to the local magnetic field B�r�:

a = a� + a�. �76�

The result �75� makes it clear how the magnetic field B�r�
intertwines with the force field a�r� and causes v� to gyrate

in the plane perpendicular to the magnetic field with radius
a� /�. Note that vF is identical in structure to rB. By com-

paring vB�r ,v ,�� and vF�r ,v ,�� we see that if v̂�= B̂� â�,

then automatically B̂� v̂�=−â�, and a charged particle with
a local velocity

v� =
a�

w
v̂� �77�

will not be deflected by the combined force fields. This is
just the well-known E�B velocity-selector effect.

Since e�VBF is known exactly, exponential-splitting inte-
grators of any order can again be derived by factorization as
before. For example, we have two standard second-order al-
gorithms

T2a = e�1/2��VBFe�Te�1/2��VBF, �78�

T2b = e�1/2��Te�VBFe�1/2��T, �79�

and fourth-order algorithms follow as before. Algorithm 2a is
again the generalization of the velocity-Verlet integrator,
which has been previously derived by Spreiter and Walter
�26�, but without recognizing its exponential-splitting char-
acter. A leapfrog-type algorithm, corresponding to the first-
order splitting

T = e�Te�VBF, �80�

but with a further second-order splitting �VF=a · �
�v �

e�VBF = e�1/2��VFe�Ve�1/2��VF, �81�

has been widely used in plasma physics simulations �27�.
Since the splitting �81� is only second order, this approxima-
tion for e�VBF cannot be used in a general higher-order algo-
rithm.

For a nonuniform electric and magnetic field, these
exponential-splitting algorithms are neither symplectic nor
exactly energy conserving. However, as we will see in the
next section, their numerical characteristics are identical to
those of symplectic integrators. When both the electric and
magnetic fields are constant, one can again derive exact al-
gorithms. This is done in Appendix B.

Again, time-dependent fields can be solved by applying
Suzuki’s rule.

VI. COMPARING INTEGRATORS FOR NONUNIFORM
MAGNETIC AND FORCE FIELDS

To compare various algorithms, we test them against a
nontrivial periodic orbit in a 2D harmonic force field a=−r
and a 2D axial-symmetric magnetic field:

B̂ = ẑ with ��r� =
1

r
, �82�

where r=�x2+y2. The noncanonical Hamiltonian to be used
with the modified Poisson structure �52� is then
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H =
1

2
�px

2 + py
2� +

1

2
�x2 + y2� . �83�

This combination of force fields has many unusual closed
orbits with cusps. The initial values r= �1,0� and v= �0,
−0.01175� produce a five-pointed star orbit. To implement
symplectic algorithms, we use the vector potential Ax=0 and
Ay = �m /e�ln�x+r� with fx=m ln�y+r� and fy =m ln�x+r�.
The use of the vector potential here introduces more compli-
cated functions fx and fy than those needed to describe the
magnetic field. In this case, there are no ignorable coordi-
nates and no other obvious integral except the Hamiltonian.
Figure 7 shows the trajectories produced by four fourth-order
algorithms at �=0.2 for 30 orbital periods. Since the problem
is axially symmetric, the easiest way for an orbit to go wrong
is to rotate, resulting in a precession error �28�. Symplectic
algorithms are not immune from this error �a form of the
phase error�. While their energy errors are bounded and pe-
riodic, this precession error can again grow linearly with
time. The exponential-splitting algorithms seem to have
smaller precession errors than the symplectic integrator
FR�S2b�. To quantify this, we compute the precession angle
after each period as a function of the step size in Fig. 8.
Despite a completely different problem, the performance of
various fourth-order algorithms remains strikingly similar to
the drift velocity calculation in Fig. 5. Here, the symplectic
algorithm S2b is better than 2b, yet FR�S2b� is still worse
than FR�2b� and RK4. One advantage of a higher-order al-
gorithm is that one can use a much larger step size to achieve
the same accuracy of a lower-order algorithm. While algo-
rithm M achieved this goal spectacularly, algorithms
FR�S2b�, FR�2b�, and RK4 are not competitive with second-
order algorithms until the step size is very small.

Figure 9 shows the energy error coefficients of the same
four fourth-order algorithms. This is extracted by dividing
the energy error by �4 at smaller and smaller � until the result
no longer depends on �. This convergence is achieved for all
algorithms except RK4 at ��0.1. For RK4, its energy error
is growing linearly with time, but the slope continues to de-
crease with �. Figure 9 is computed at �= P /300�0.04. The
maximum energy error height of FR�S2b� is 30 times that of
FR�2b�, while the maximum energy error height of M is only
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FIG. 7. �Color online� A closed orbit computed of fourth-order
algorithms in a harmonic force field and a 1 /r magnetic field at �
=0.2. RK4’s precession error grows with time. Algorithm M’s pre-
cession error �solid, black line� is 50 times smaller than that of
FR�2b� while symplectic algorithm FR�S2b�’s error is more than
twice that of FR�2b�.
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FIG. 8. The error precession angle after each period as produced
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of convergence. All are very well fitted except RK4, suggesting that
its convergence range is at ��0.1.
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FIG. 9. �Color online� The energy error coefficient of fourth-
order algorithms in solving the star orbit of Fig. 7. Exponential-
splitting algorithms FR�2b� and M have periodic energy errors, just
like the symplectic integrator FR�S2b�, only much smaller. M is the
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a tenth of FR�2b�. The energy error of all algorithms, except
RK4, returns to zero periodically. This is usually a distin-
guishing feature of symplectic algorithms. Figure 9 shows
that this is a common characteristic of all exponential-
splitting algorithms. When in an electric and magnetic field,
they are neither fully symplectic nor exactly energy conserv-
ing, yet they conserve energy periodically better than the
symplectic integrator FR�S2b�.

VII. CONCLUSIONS

For a separable Hamiltonian, exponential splitting results
in algorithms that are symplectic. For solving trajectories in
a magnetic field, exponential splitting of a noncanonical evo-
lution operator results in algorithms that are exactly energy
conserving. For a combined electric and magnetic field, these
noncanonical splitting algorithms are neither fully symplec-
tic nor exactly energy conserving, yet they behave identically
as symplectic and EEC algorithms in having qualitatively
correct trajectories and bounded periodic energy errors. This
suggests that exponential splitting is a general method of
producing efficient algorithms and symplectic and EEC al-
gorithms are just special cases depending on the form of the
equations of motion.

The key advance which make exponential splitting pos-
sible for magnetic field problems is the recognition that the
Lorentz force law can be exactly solved by use of the rota-
tion operator of quantum mechanics. Since the Lorentz force
law is isomorphic to rigid-body dynamics �7� and spin dy-
namics �29�, the exponential-splitting algorithms developed
here can also be profitably applied to these important areas
of computational physics.

For computing magnetic field trajectories, this work dem-
onstrated that exponential-splitting algorithms are simpler to
derive, easier to implement �no vector potential needed�, in-
trinsically more stable, and have far less phase error than
symplectic integrators. These algorithms should be further
tested on more realistic systems of physical interest.

As a by-product of our comparative study, we have shown
again that Forest-Ruth-type fourth-order integrators based on
the triplet construction have rather large errors. They are far
outperformed by McLachlan-type algorithms, which must be
derived individually.

APPENDIX A: EXACT ALGORITHMS FOR A UNIFORM
MAGNETIC FIELD

For a constant magnetic field, since TVnv=0, Eq. �32� can
be solved directly,

v��� = e��T+V�v = e�Vv = vB�r,v,�� �A1�

and

r��� = e��T+V�r

= �1 + ��T + V� +
1

2
�2�T + V�2 + ¯�r

= r + �v + �� 1

2!
��B̂ � v� +

�2

3!
B̂ � �B̂ � v� + ¯�

= rB�r,v,�� , �A2�

where

rB�r,v,�� � r + �v +
�

�
�1 − cos ���B̂ � v�

+ ��1 −
sin �

�
�B̂ � �B̂ � v� �A3�

=r + �v� +
v�

�
��1 − cos ���B̂ � v̂�� + sin �v̂��

�A4�

and v� /� is the cyclotron radius.
To illustrate the kind of analysis that can be done with this

operator approach, we will now show that this exact solution
can be derived as an exponential-splitting algorithm. For a
constant magnetic field, the only nonvanishing commutators
are of the form �VnT�, where the set of condensed brackets
means �V3T�= [V , �V , �V ,T��], etc. In particular,

�VVT� = �2B̂ � �B̂ � v� ·
�

�r
, �A5�

and because of �38�,

�V2V2nT� = − �2�V2nT� . �A6�

Since the factorization scheme �44� is left-right symmetric,
only error commutators even in V can appear on the RHS of
�45�. Moreover, Laskar and Robutel �20� have shown that all
error coefficients of the commutators �VnT� on the RHS of
�45� are known to all orders:

W = V +
1
2��V, ·�

sinh� 1
2��V, ·��T

= V + T −
1

24
�2�V2T�

+
7

5760
�4�V4T� + ¯ . �A7�

Because of �A6�, we have, presently,

W = V + T − � 1

24
�2 +

7

5760
�4 + ¯� 1

�2 �V2T�

= V + T + �1 −
��/2�

sin��/2�� 1

�2 �V2T� . �A8�

All the error terms above can now be eliminated by replacing

T→ T̃, where

T̃ = T + g���
1

�2 �V2T� = �v + g���B̂ � �B̂ � v�� ·
�

�r
,

�A9�

with
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g��� = 1 −
sin��/2�

��/2�
. �A10�

Thus one has an exact factorization

e��T+V� = e�1/2��Ve�T̃e�1/2��V. �A11�

On can check that the resulting algorithm 2a�,

v1 = vB�r,v,
1

2
�� ,

r1 = r + ��v1 + g���B̂ � �B̂ � v1�� ,

v2 = vB�r1,v1,
1

2
�� , �A12�

gives the exact solution �A3�. �For a constant magnetic field,
vB has no spatial dependence.�

Similarly, one can also factorize exactly in the form of

e��T+V� = e�1/2��T�
e�Ve�1/2��T�

, �A13�

where now the error terms are

W = V +
1
2��V, ·�

tanh� 1
2��V, ·��T = V + T + �1 −

��/2�
tan��/2�� 1

�2 �V2T�

�A14�

and can be eliminated by choosing

T� = �v + h���B̂ � �B̂ � v�� ·
�

�r
, �A15�

with

h��� = 1 −
tan��/2�

��/2�
. �A16�

The resulting algorithm 2b� is

r1 = r +
1

2
��v + h���B̂ � �B̂ � v�� ,

v1 = vB�r1,v,�� ,

r1 = r1 +
1

2
��v1 + h��1�B̂1 � �B̂1 � v1�� . �A17�

We have generalized both algorithms 2a� and 2b� to the case

where B is nonuniform, so that �1 and B̂1 refer to the mag-
netic field evaluated at r1. However, when the magnetic field
is nonuniform, the algorithmic steps in �A12� and �A17� no

longer correspond to an exact evaluation of e�T̃ and e�T�
and

both algorithms cease to be truly exponential-splitting algo-
rithms.

APPENDIX B: CONSTANT ELECTRIC AND MAGNETIC
FIELD INTEGRATORS

If both B and a are constant, then the position vector can
also be determined:

rBF�r,v,�� = e��T+VBF�r

= r + �v + ��1

2
��B̂ � v + �a�

+
1

3!
�B̂ � ��B̂ � v + �a� + ¯�

= r + �v + ��1

2
��B̂ � v� +

�2

3!
B̂ � �B̂ � v� + ¯�

+ �2�1

2
a +

1

3!
�B̂ � a +

1

4!
�2B̂ � �B̂ � a� + ¯�

= rB�r,v,�� + rF�r,v,�� , �B1�

where

rF�r,v,�� =
1

2
a�2 +

�2

�
�1 −

sin �

�
��B̂ � a�

+ �2�1

2
−

1 − cos �

�2 �B̂ � �B̂ � a�

=
1

2
a��

2 +
1

�2 ��� − sin ��B̂ � a� + �1 − cos ��a�� .

�B2�

We can again modify �78� and �79� to be exact when both B
and a are constant. With the addition of a, the generalization
of �A6� now reads

�VBF
2n T� = �− 1�n−1�2nB̂ � �B̂ � v +

1

�
a� ·

�

�r
, �B3�

yielding exact algorithms

T2a� = e�1/2��VBFe�T̃Fe�1/2��VBF, �B4�

with

T̃F = �v + g���B̂ � �B̂ � v +
1

�
a�� ·

�

�r
�B5�

and

T2b� = e�1/2��TF
�

e�VBFe�1/2��TF
�

, �B6�

with

TF
� = �v + h���B̂ � �B̂ � v +

1

�
a�� ·

�

�r
. �B7�

Again, these algorithms, while of interest because they are
exact for constant fields, are not truly exponential-splitting
algorithms when integrating nonuniform fields.
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